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How does a panel data set look like?
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Pooling Independent Cross Sections across Time

Many surveys of individuals, families, and firms are repeated at regular intervals,
often each year.

One reason for using independently pooled cross sections is to increase the sample
size.

Typically, to reflect the fact that the population may have different distributions in
different time periods, we allow the intercept to differ across periods, which can be
easily accomplished by including dummy variables.
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Return to Education and the Gender Wage Gap

Suppose you have data collected from the year 1978 and estimate the model:

log (wagei ) = β0 + β1femalei + γ′Zi + ui .

Now you have data from the year 1985. How would you specify the model when
data from both years are available?

Easy! Just add dummies:

log (wageit) = β0 + δ0dt + β1femalei + δ1dt femalei + γ′Zit + uit .
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The Chow test for structural change across time

Two time periods?

More than two time periods?
(i) Estimate restricted model (pooled OLS) and obtain SSRr
(ii) Estimate unrestricted model: cross-sectional regression for each period to obtain

SSRur = SSR1 + SSR2 + · · ·+ SSRn−1 + SSRn
(iii) There are (T − 1)k restrictions, with total # of (T + 1)k parameters estimated.
(iv) Construct F -test as usual:

FH0
=

SSRr − SSRur

SSRur

n − (T + 1)k

(T − 1)k

d∼ F ((T − 1)k, n − (T + 1)k) ,

where n = n1 + n2 + · · ·+ nT−1 + nT .
(v) How to make the test robust to heteroskedasticity?
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Example: Effect of a Garbage Incinerator’s Location on Housing Prices

Some background:
▶ The rumor that a new incinerator would be built in North Andover began after 1978,

and construction began in 1981.
▶ The incinerator was expected to be in operation soon after the start of construction,

but actually began operating in 1985.

The hypothesis is that the price of houses located near the incinerator would fall
relative to the price of more distant houses.

Data: prices of houses that sold in 1978 and another sample on those that sold in
1981, in North Andover

A house is defined to be near the incinerator if it is within three miles.
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Example: Effect of a Garbage Incinerator’s Location on Housing Prices

If we just use the 1981 data and estimate the simple model:

rpricei = γ0 + γ1nearinci + ui ,

can γ̂1n have any causal interpretation?

OK if E [ui |nearinci ] = 0. rather unlikely...

Note that
γ̂1n = rprice81,nr − rprice81,fr
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Example: Effect of a Garbage Incinerator’s Location on Housing Prices

What about only consider houses located near the incinerator and do a polled
regression?

rpriceit = β0 + δ0yt,81 + uit

Note that
δ̂0n = rprice81,nr − rprice78,nr

Works if the trend of house prices remains the same in these two years.
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Example: Effect of a Garbage Incinerator’s Location on Housing Prices

DID (difference-in-differences) estimator:

δ̂1n =
(
rprice81,nr − rprice81,fr

)
−

(
rprice78,nr − rprice78,fr

)
, (1)

which can be obtained by estimating

rpriceit = β0 + δ0yt,81 + β1nearinci + δ1yt,81 · nearinci + uit .
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Example: Effect of a Garbage Incinerator’s Location on Housing Prices
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Policy analysis with pooled cross sections

Why DID? It is used when the data arise from a natural-experiment (or a
quasi-experiment).

In a natural experiment, the control and treatment groups arise from the particular
policy change.

The equation of interest is

y = β0 + δ0d2 + β1dT + δ1d2 · dT + other factors

where
▶ dT = 1 if in the treatment group
▶ d2 = 1 if in the (post-policy change) time period
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Policy analysis with pooled cross sections

Before After After-Before
Control β0 β0 + δ0 δ0

Treatment β0 + β1 β0 + δ0 + β1 + δ1 δ0 + δ1
Treatment-Control β1 β1 + δ1 δ1

δ1 is interpreted as an average treatment effect (ATE).
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Policy analysis with pooled cross sections

The DID Estimator

t

y

before after

δ̂1

DID

s. mean control

s. mean treatment

s. mean control

s. mean treatment
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Two-period panel data analysis

(1) is nice, but the treatment structure in the general setting may not be as simple
as it is.

Needs a formal treatment on panel data models

Will start with a model with two time periods
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Two-period panel data analysis

yit = β0 + δ0d2t + β1xit + ai + uit , (2)

where

d2t = 1 if t = 2

xit is a variable of interest

ai : fixed effect

vit = ai + uit : component error
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Two-period panel data analysis

How to estimate β1?

Pooled OLS? Hard due to the presence of ai

For t = 2, we have
yi2 = (β0 + δ0) + β1xi2 + ai + ui2.

For t = 1, we have
yi1 = β0 + β1xi1 + ai + ui1.

Differencing gives
∆yi = δ0 + β1∆xi +∆ui

Can do OLS (first-differenced estimator), but needs two conditions:
▶ Strictly exogeneity
▶ ∆xi must have some variation across i
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Still remembered this?

Problem 1

Suppose that the equation

yt = α+ δt + β1xt1 + · · ·+ βkxtk + ut ,

satisfies the sequential exogeneity assumption.

(i) Suppose you difference the equation to obtain

∆yt = δ + β1∆xt1 + · · ·+ βk∆xtk +∆ut .

Why does applying OLS on the differenced equation not generally result in
consistent estimator of the βj?
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Program evaluation model in general

yit = β0 + δ0d2t + β1progit + ai + uit ,

where

yit : an outcome variable

progit : a program participation dummy variable

ai : fixed effect

∆yit = β1∆progit +∆uit

β̂1n = ∆y treat −∆y control

panel version of DID estimator

allows us to control for person-, firm-, or city-specific effects
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Policy analysis with pooled cross sections

Relies on the parallel trends assumption:

parallel trends assumption

The time trend for the treatment group would be the same as control group in the
absence of the intervention.
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Example: Effect of a Michigan job training program on worker productivity
of manufacturing firms

scrapit = β0 + δ0y88t + β1grantit + ai + uit , t = 1, 2,

where

scrapit : scrap rate of firm i during year t

grantit : 1 if firm i in year t received a job training grant

y88: a dummy variable for 1988

ai : firm fixed effect
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Example: Effect of a Michigan job training program on worker productivity
of manufacturing firms
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Example: Effect of a Michigan job training program on worker productivity
of manufacturing firms

Having a job training grant is estimated to lower the scrap rate by about 27.2%:
exp(−.317)− 1.
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Differencing with more than two time periods

With T = 3, we need to have an additional dummy variable

yit = δ1 + δ2d2t + δ3d3t + β1xit + ai + uit ,

where d2t = 1 if in period 2 and d3t = 1 if in period 3.

Differencing gives

∆yit = δ2∆d2t + δ3∆d3t + β1∆xit +∆uit

Since we have ∆d2t = 1, ∆d3t = 0 for t = 2 and ∆d2t = −1, ∆d3t = 1 for t = 3,
we can estimate a model with an intercept

∆yit = α0 + α3d3t + β1∆xit +∆uit .

Serial correlation in ∆uit might be an issue.
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Potential Pitfalls in First Differencing Panel Data

Potential problems with the method when the key explanatory variables do not vary
much over time

May have serious biases if strictly exogeneity assumption fails

Assumption FD.4

For each t, the expected value of the idiosyncratic error given the explanatory variables in
all time periods and the unobserved effect is zero: E (uit |Xi , ai ) = 0.

Can be worse than pooled OLS if explanatory variable contains measurement error
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Fixed Effects Estimation

Consider a model with a single explanatory variable:

yit = β1xit + ai + uit , i = 1, 2, · · · ,N, t = 1, 2, · · · ,T ,

where Cov (xit , ai ) ̸= 0.

When Cov (xit , ai ) ̸= 0, we call it fixed-effects model.

Averaging the above equation over time, we get

y i = β1x i + ai + ui .

We then have
yit − y i = β1 (xit − x i ) + uit − ui , (3)

which can be estimated using OLS. Why?
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Fixed Effects Estimation

On degrees of freedom:
▶ It is NT − N − k, not NT − k.

How to compute R2?
▶ Based on (3): the amount of time variation in the yit that is explained by the time

variation in the explanatory variables
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The Dummy Variable Regression

Recall that our model with a single explanatory variable is

yit = β1xit + ai + uit , i = 1, 2, · · · ,N, t = 1, 2, · · · ,T ,

where Cov (xit , ai ) ̸= 0.

Can estimate those ai s using dummies:

yit = β1xit +
N∑
i=2

λidi + uit

β̂1 can be obtained using LS and we call this least square dummy variable (LSDV)
approach.

âi can be computed by

âi = y i − β̂1x i1, i = 1, · · · ,N. (4)
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The Dummy Variable Regression

In microeconometrics applications, N is generally large so there are many parameters
to be estimated if we use LSDV.

âi obtained from (4) is unbiased, but not consistent with a fixed T as N → ∞.
▶ β̂1n is of interest, ai s are just nuisance parameters.
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FE or FD?

Identical when T = 2

When T = 3, both FE and FD are unbiased, but efficiency depends on the
properties of uit .

▶ FE is more efficient than FD if uit are serially correlated.
▶ FD can eliminate concerns on spurious regressions particularly with large T small N

panel.

FE is also sensitive to classical measurement error problem.

Make sense to report both in practice.

Both FE and FD cannot recover coefficients attached to time-constant variables.
▶ As FE also eliminates overall intercept, we need a year dummy in FE if FD also

includes intercept to make them identical when T = 2.
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Example cont.
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FE with unbalanced panels

For each i = 1, · · · ,N, # of available Ti can be different.

Easy in terms of formula:

β̂FE
1n =

∑
i

∑
t 1it (xit − x i ) (yit − y i )∑
i

∑
t 1it (xit − x i )

2

Units with Ti = 1 play no role in FE.

May be more efficient compared to FD under general missing patterns.
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Random Effects Models

Repeat again our model with a single explanatory variable:

yit = β1xit + ai + uit , i = 1, 2, · · · ,N, t = 1, 2, · · · ,T . (5)

If we assume that ai is not correlated with explanatory variable:

Cov (xit , ai ) = 0, t = 1, 2, · · · ,T .

Then, we call (5) a random effect model.
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Random Effects Models

Estimation can be done using pooled OLS, but is unlikely to be efficient.

If we define vit = ai + uit , under random effects assumptions,

Corr (vit , vis) =
σ2
a

σ2
a + σ2

u
, t ̸= s,

where σ2
a = V(ai ) and σ2

u = V(uit).
Error term has serial correlation, so standard inference based on no serial correlation
is also not valid.
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Random Effects Models

Deriving the GLS transformation that eliminates serial correlation in the errors
requires sophisticated matrix algebra.

It can be shown that the transformed equation takes the form

yit − θy i = β0(1− θ) + β1 (xit − θx i ) + (vit − θv i ) , (6)

which involves quasi-demeaned data on the variable.

Time-constant explanatory variables can be included in the model. Why?
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Random Effects Models

Feasible GLS requires the knowledge of θ, which can be obtained by replacing σ2
a , σ

2
u

with estimated counterparts.

Clearly, RE becomes pooled OLS when θ = 0, and FE is obtained when θ = 1.
▶ As σ2

a is often large than σ2
u , FE and RE estimates can be very similar in finite sample

(only in numerical sense).

If we look at the error term in (6):

vit − θv i = (1− θ)ai + uit − θui ,

ai is now weighted by 1− θ and disappears when θ = 1.

Yu Bai (City University of Macau) Time Series Analysis 35 / 40



RE or pooled OLS?

Breusch and Pagan (1980) test on H0 : σ
2
a = 0?

Not recommended (from a modern perspective) for the following reasons:
(i) has nothing to say about whether pooled OLS is consistent;
(ii) may pick up the serial correlation in uit itself;
(iii) assumes N in deriving asymptotic distributions.
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RE or FE?

The null hypothesis is
H0 : Cov (xit , ai ) = 0.

▶ Under H0, both FE and RE are consistent, but RE is efficient.
▶ Under HA, FE is consistent but RE becomes invalid.

Hausman (1978) suggests the following Wald-type test statistic

H =
(
β̂FE − β̂RE

)′ (
V(β̂FE )− V(β̂RE )

)−1 (
β̂FE − β̂RE

)
d∼ χ2

k ,

where k is the # of regressors.
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RE or FE?: A modern perspective

The situation under H0 should be considered the exception rather than the rule,
unless the key policy variable is set experimentally—say, each year, children are
randomly assigned to classes of different sizes.

Failure to reject H0 means either that
▶ the RE and FE estimates are sufficiently close so that it does not matter which is used;

OR
▶ the sampling variation is so large in the FE estimates that one cannot conclude

practically significant differences are statistically significant.
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General Policy Analysis with Panel Data

A general equation is

yit = η1 + α2d2t + βwit + ai + uit , t = 1, 2,

where wit is the binary intervention indicator and β is our interest.

FE and FD should be identical. They all produce the DD estimator, β̂DD .

If wit = progi · d2t , we have the usual DID estimator.
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Example: A Wage Equation Using Panel Data

Going further 14.3

The union premium estimated by fixed effects is about 10 percentage points lower than
the OLS estimate. What does this strongly suggest about the correlation between union
and the unobserved effect?
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